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#### Abstract

A distance, or dissimilarity measure, can be defined based on the Tanimoto coefficient, a similarity measure widely applied to chemical structures. A new, simple proof that this distance satisfies the triangle inequality is presented.


The clustering and similarity searching of large chemical structure files are wellestablished techniques $[7,8]$. Both require a sufficiently rapid method for calculating the similarity between two structures. The method most commonly used is to represent each structure by a vector in which every entry corresponds to some structural feature; the value of an entry is nonzero only if the corresponding feature is present in the structure. The value generally used is 1 , in which case the vectors are binary (bit) vectors, but sometimes different values are used for different features to give greater weight to features deemed more important. The calculation of similarity between two structures is then a matter of quantifying, by some appropriate measure, the similarity between their respective vectors. The most widely used similarity measure for this purpose is the Tanimoto coefficient $[6,8]$.

Consider a set of vectors of the form $\mathbf{X}_{i}=\left(x_{i 1}, x_{i 2}, \ldots, x_{i N}\right)$, where $x_{i k}$ is either 0 or $w_{k}$, a positive weight assigned to the $k$ th entry (note that this weight does not depend upon $i$, meaning it is the same for all vectors). The Tanimoto coefficient for a pair of such vectors, $\mathbf{X}_{m}$ and $\mathbf{X}_{n}$, is

$$
\begin{equation*}
S_{m n}=\frac{X_{m n}}{X_{m m}+X_{n n}-X_{m n}} \tag{1}
\end{equation*}
$$

where $X_{i j}=\mathbf{X}_{i} \cdot \mathbf{X}_{j}$. The value of $S_{m n}$ ranges from 0 to 1 . When $w_{k}=1$ for all $k$, $\mathbf{X}_{m}$ and $\mathbf{X}_{n}$ are bit vectors, and $S_{m n}$ equals the number of bits "on" in both vectors divided by the number of bits "on" in either vector (for the case of bit vectors, $S_{m n}$ is also known as the Jaccard coefficient $[2,8]$ ).

It is often useful to define a distance, or dissimilarity measure, based on the Tanimoto coefficient. The Tanimoto distance is $D_{m n}=1-S_{m n}$ (for bit vectors only, this quantity is identical to the so-called Soergel distance $[2,8]$ ). A significant

[^0]mathematical property of the Tanimoto distance is that it satisfies the triangle, or metric, inequality, i.e.,
\[

$$
\begin{equation*}
D_{a b}+D_{b c} \geqslant D_{a c} \tag{2}
\end{equation*}
$$

\]

for any three vectors, $\mathbf{X}_{a}, \mathbf{X}_{b}$, and $\mathbf{X}_{c}$, in which the $k$ th entries are either 0 or $w_{k}$ as previously described (equation (2) is not necessarily satisfied for three arbitrary vectors). The triangle inequality is satisfied by a number of other dissimilarity measures $[2,8]$. It ensures the desirable property that any two vectors having low dissimilarity to a third vector will have low dissimilarity to each other. It also can be used as the basis for heuristics to improve search efficiency [1,3,4]. A proof of equation (2) has been given by Späth [5]. Presented here is a simpler proof that proceeds by a totally different argument. This proof, unlike that due to Späth, does not demonstrate equation (2) directly but demonstrates instead the corresponding inequality for the Tanimoto similarities $S_{a b}, S_{a c}$, and $S_{b c}$.

Equation (2) is satisfied at once if $S_{a b} \leqslant S_{a c}$ or $S_{b c} \leqslant S_{a c}$ because these relations imply $D_{a b} \geqslant D_{a c}$ and $D_{b c} \geqslant D_{a c}$, respectively. It is thus necessary to prove equation (2) only for the case in which $S_{a b}>S_{a c}$ and $S_{b c}>S_{a c}$. A rearrangement of equation (1) that is useful in this proof is

$$
\begin{equation*}
X_{m n}=\frac{S_{m n}}{1+S_{m n}}\left(X_{m m}+X_{n n}\right) . \tag{3}
\end{equation*}
$$

It can be seen that the inequality

$$
\left(\mathbf{X}_{b}-\mathbf{X}_{a}\right) \cdot\left(\mathbf{X}_{b}-\mathbf{X}_{c}\right) \geqslant 0
$$

or

$$
\begin{equation*}
X_{b b}-X_{b c}-X_{a b}+X_{a c} \geqslant 0 \tag{4}
\end{equation*}
$$

must be true since the product of the $k$ th entries of $\mathbf{X}_{b}-\mathbf{X}_{a}$ and $\mathbf{X}_{b}-\mathbf{X}_{c}$ equals either 0 or $w_{k}^{2}$. Equation (3) can be applied to equation (4) to give

$$
\begin{align*}
& \left(1-\frac{S_{a b}}{1+S_{a b}}-\frac{S_{b c}}{1+S_{b c}}\right) X_{b b} \\
& \geqslant\left(\frac{S_{a b}}{1+S_{a b}}-\frac{S_{a c}}{1+S_{a c}}\right) X_{a a}+\left(\frac{S_{b c}}{1+S_{b c}}-\frac{S_{a c}}{1+S_{a c}}\right) X_{c c} \tag{5}
\end{align*}
$$

By applying equation (3) to the self-evident inequality $X_{a a} \geqslant X_{a b}$, it is found that $X_{a a} \geqslant S_{a b} X_{b b}$. It is thus valid to write

$$
\begin{equation*}
\left(\frac{S_{a b}}{1+S_{a b}}-\frac{S_{a c}}{1+S_{a c}}\right) X_{a a} \geqslant S_{a b}\left(\frac{S_{a b}}{1+S_{a b}}-\frac{S_{a c}}{1+S_{a c}}\right) X_{b b} \tag{6}
\end{equation*}
$$

since $S_{a b}-S_{a c}>0$ by assumption. An analogous argument leads to

$$
\begin{equation*}
\left(\frac{S_{b c}}{1+S_{b c}}-\frac{S_{a c}}{1+S_{a c}}\right) X_{c c} \geqslant S_{b c}\left(\frac{S_{b c}}{1+S_{b c}}-\frac{S_{a c}}{1+S_{a c}}\right) X_{b b .} . \tag{7}
\end{equation*}
$$

Equations (5)-(7) imply that

$$
\begin{align*}
& \left(1-\frac{S_{a b}}{1+S_{a b}}-\frac{S_{b c}}{1+S_{b c}}\right) X_{b b} \\
& \geqslant S_{a b}\left(\frac{S_{a b}}{1+S_{a b}}-\frac{S_{a c}}{1+S_{a c}}\right) X_{b b}+S_{b c}\left(\frac{S_{b c}}{1+S_{b c}}-\frac{S_{a c}}{1+S_{a c}}\right) X_{b b} . \tag{8}
\end{align*}
$$

It can be assumed that $X_{b b}$ is not zero (equation (2) is automatically satisfied otherwise). Canceling $X_{b b}$ in equation (8) and grouping terms with like denominator gives

$$
1 \geqslant \frac{S_{a b}+S_{a b}^{2}}{1+S_{a b}}+\frac{S_{b c}+S_{b c}^{2}}{1+S_{b c}}-S_{a c}\left(\frac{S_{a b}+S_{b c}}{1+S_{a c}}\right)
$$

or

$$
\begin{equation*}
1+S_{a c} \geqslant S_{a b}+S_{b c} \tag{9}
\end{equation*}
$$

Equation (9) yields equation (2) when the Tanimoto similarities are expressed in terms of Tanimoto distances according to the relation $S_{m n}=1-D_{m n}$.
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